
C8057 (Research Methods 2): Two Way Repeated Measures ANOVA 

© Dr. Andy Field, 2000 & 2003  Page 1 

Two Way Repeated Measures ANOVA 
The Basic Idea 

The name of this test can be broken down to tell us the type of design with which it is used. The 
‘two-way’ part of the name simply means that two independent variables have been 
manipulated in the experiment. The ‘repeated measures’ part of the name tells us that the 
same participants have been used in all conditions, and the ANOVA part tells us that we’re 
comparing variances (i.e. we’re looking at differences between means). Therefore, this design is 
used when you have two repeated-measures independent variables: each subject does all of the 
conditions in the experiment, and provides a score for each permutation of the two variables. As 
with any repeated-measures design, this has two advantages over independent-measures deigns: 

• It is a very economical design, as it minimises the number of participants used; 

• It should be very sensitive to the effects of our experimental manipulations because by 
using the same people throughout we control many potential confounding variables (such 
as motivation, intelligence etc.). 

An Example 

Let’s look at an example. At Christmas we normally leave treats for Santa Claus 
and his helpers (mince pies, a glass of sherry and a bucket of water for 
Rudolph). Santa Claus noticed that he was struggling to deliver all the presents 
on Christmas Eve and wondered whether these treats might be slowing down his 
Elves. So, one Christmas Santa did a little experiment. He randomly selected 10 
Elves from his workforce and timed how long it took each of them to deliver the 
presents to 5 houses. Half of the elves were told that they could eat any mince 

pies or Christmas pudding but that they must not have any sherry, while the other half were told 
to drink sherry but not to eat any food that was left for them. The following year Santa took the 
same 10 elves and again timed how long it took them to deliver presents to the same 5 houses as 
the previous year. This time, however, the ones who had drunk sherry the previous year were 
banned from drinking it and told instead to eat any mince pies or Christmas pudding. Conversely, 
the ones who had eaten treats the year before were told this year only to drink sherry and not to 
eat any treats. As such, over the two years each of the 10 elves was timed for their speed of 
present delivery after 1, 2, 3, 4 and 5 doses of sherry, and also after 1, 2, 3, 4, & 5 doses of 
mince pies. 

Why do you think Santa got half of the elves to drink sherry the first year and ate treats the 
second year, while the other half ate treats the first year and drank sherry the second year? 

Think about the design of this study for a moment. We have the following variables: 

• Independent Variable 1 is the treat that was consumed by the elves and it has 2 levels: 
Sherry or Mince Pies. 

• Independent Variable 2 is the dose of the treat (remember each elf had a treat at the 
five houses to which they delivered and so the total quantity consumed increased across 
the houses). This variable has 5 levels: house 1, house 2, house 3, house 4 & house 5. 

• The dependent variable was the time taken to deliver the presents to a given house (in 
milliseconds: elves deliver very quickly!) 

These data could, therefore, be analysed with a 2 × 5 two-way repeated-measures ANOVA. As 
with other ANOVA designs, there is in principle no limit to the number of conditions for each of 
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the independent variables in the experiment. In practice, however, you’ll find that your 
participants get very bored and inattentive if there were too many conditions! 

 

Treat: Sherry Mince Pies 

Dose: 1 2 3 4 5 1 2 3 4 5 

Bingo 10 15 18 22 37 9 13 13 18 22 
Flingo 10 18 10 42 60 7 14 20 21 32 
Lardy 7 11 28 31 56 9 13 24 30 35 
Alchy 9 19 36 45 60 7 14 9 20 25 
Goody 15 14 29 33 37 14 13 20 22 29 
Pongo 14 13 26 26 49 5 12 17 16 33 
Beadle 9 12 19 37 48 5 15 12 17 24 

Groucho 9 18 22 31 39 13 13 14 17 17 
Chunder 12 14 24 28 53 12 13 21 19 22 
Flouncy 7 11 21 23 45 12 14 20 21 29 
Mean 10.2 14.5 23.3 31.8 48.4 9.3 13.4 17.0 20.1 26.8 

 

Partitioning Variance (ignore this if you’re not interested) 

For this ANOVA, the variance will be partitioned in the following way: 

  Total SS    

      

 Between 
Subjects SS 

 Within 
Subjects SS 

  

      

SSA SSResidual A SSB SSResidual B SSA × B SSResidual A × B 

Effect of 
first factor 

(treat) 

Error term 
against which 
we compare 
SSA 

Effect of 
second 
factor 
(dose) 

Error term 
against 

which we 
compare SSB 

Interaction 
effect 

between 
factors treat 

and dose 

Error term 
against which 
we compare 

SSA × B 

 

Although this diagram looks very complex, the process is conceptually the same as that for two-
way independent ANOVA (see your handout from a few weeks ago). That is, we are simply seeing 
how much of the total variability can be attributed to the independent variables that we have 
manipulated, how much can be explained by the interaction between the variables that we’ve 
manipulated, and how much is left over (the residual terms that cannot be explained by factors 
that we’ve controlled). So, we get terms representing the variables we’ve manipulated and 
errors (or residuals) associated with those terms. 

The resulting ANOVA table will look like this (in general terms): 
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Source SS df MS F Sig. 

Between 
Subjects  9    

Within 
Subjects      

A SSA 1 MSA Asidual

A
MS
MS

AF Re
=  Sig. FA 

Error for A SSResidual A 9 MSResidual A   

B SSB 4 MSB Bsidual

B
MS
MS

BF Re
=  Sig. FB 

Error for B SSResidual B 36 MSResidual B   

A × B SSA × B 4 MSA × B BAsidual

BA

MS
MS

BAF ×

×=× Re
 Sig. FA × B 

Error for A ×B SSResidual A × 

B 
36 MSResidual A × B  

 

Total Within  90    

Total  99    

 

Like with the two-way independent ANOVA, we end up with three F-ratios: one for the first 
independent variable (FA), one for the second independent variable (FB), and one for the 
interaction of the two independent variables (FA × B). So in our example, we’d get an F-ratio for 
the effect of the type of treat (FTreat), one for the effect of dose (FDose), and one for the 
interaction between the type of treat and the dose (FTreat × Dose). 

Degrees of Freedom (You can ignore this bit too if you want!) 

Although SPSS will do all the hard work calculating the sums of squares, mean squares, F-ratios 
and degrees of freedom, it is worth knowing where the degrees of freedom come from 
(especially as we have to report these values with each F-ratio). This will help you to understand 
the values that SPSS produces. 

• Total df: As usual, the total df is the number of scores in the study minus one. If you look 
at the table of data, you’ll see we have 100 data points (10 subjects each produced 10 
scores, hence, 100 scores in total). Our df are therefore 99. 

• Between-Subjects df: this is the number of participants minus 1. In this case we used 10 
elves, so it is 9. 

• DfA: The degrees of freedom associated with the first independent variable are the 
number of levels of that variable (i.e. the number of experimental conditions for the first 
variable) minus 1. For the treat variable, we had two conditions, and so it would have 1 
degree of freedom. 

• DfB: The degrees of freedom associated with the second independent variable are the 
number of levels of that variable (i.e. the number of experimental conditions for the 
second variable) minus 1. For the dose variable, we had five conditions, and so it would 
have 4 degree of freedom. 

• DfA × B: The degrees of freedom associated with the interaction effect are calculated in 
two stages. 
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o First we work out how many ‘cells’ there are in the experimental design. This is 
simply the number of permutations of experimental conditions. So, in this 
example, for each treat there were 5 doses experienced by each elf. Therefore, 
mince pies had five doses, and sherry had five doses. So in total each participant 
took part in ten conditions. As such the number of cells in the experimental 
design is simply the total number of conditions. The degrees of freedom for the 
cells are this value minus one. So, here we had 10 cells and so we get 9 degrees of 
freedom. 

o Second, we have to use the degrees of freedom from the cells to calculate the 
degrees of freedom for the interaction. Specifically, we use the degrees of 
freedom for the cells and subtract from it the degrees of freedom associated with 
the two independent variables. 

BAcellsBA dfdfdfdf −−=×  

In this case we would get 9 – 1 – 4 = 4. 

• Total Within Subjects df: To get the total degrees of freedom associated with the 
within-subjects components, we multiply the number of scores per subject minus 1, by 
the number of subjects. In this case, each elf took part in 10 conditions, and so produced 
10 scores. The number of scores per subject minus one is, therefore, 9. We multiply this 
value by the number of participants (in this case 10 elves). We get 9 × 10 = 90. 

• Residual dfs: To calculate all of the error dfs, we multiply the between subjects df (in 
this case 9) by the df for the variable associated with the error. In this example, the first 
variable (treat) had 1 degree of freedom, and the between subjects df was 9, therefore, 
the error term for A has 1 × 9 = 9 degrees of freedom. The second variable (dose) had 4 
degrees of freedom, and the between subjects df was 9, therefore, the error term for B 
has 4 × 9 = 36 degrees of freedom. Finally, the interaction term (treat × dose) had 4 
degrees of freedom, and the between subjects df was 9, therefore, the error term for A 
× B has 4 × 9 = 36 degrees of freedom. 

Significance of the F-ratio (.. and this!) 

To calculate the significance of each F-ratio, you must use the degrees of freedom both for the 
effect and for its associated error term. So, to find the critical value for the effect of the treat 
variable we would use 1 and 9 degrees of freedom. Looking at a table for critical values of F 
(there’s one on the handout for calculating one-way independent ANOVA by hand) you’ll find the 
critical value is 5.12. 

For the dose variable and the treat × dose interaction, we use 4 and 36 degrees of freedom and 
find a critical value of approximately 2.69. Luckily for us SPSS calculates the exact probability 
of obtaining a given F-value by chance. If this value is less than 0.05 we know that the effect 
is significant by the criterion that psychologists use.  

Doing Factorial Repeated Measures ANOVA on SPSS (Don’t ignore this!) 

The Main Analysis  

To enter these data into SPSS we need to recap the golden rule of the data editor, which states 
that each row represents a single participant’s data. If a person participates in all experimental 
conditions (in this case all elves experience both Sherry and Mince Pies in the different doses) 
then each experimental condition must be represented by a column in the data editor. In this 
experiment there are ten experimental conditions and so the data need to be entered in ten 
columns (so, the format is identical to the original table in which I put the data). You should 
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create the following ten variables in the data editor with the names as given. For each one, you 
should also enter a full variable name for clarity in the output. 

 

Sherry1 1 Dose of Sherry 

Sherry2 2 Doses of Sherry 

Sherry3 3 Doses of Sherry 

Sherry4 4 Doses of Sherry 

Sherry5 5 Doses of Sherry 

Pie1 1 Mince Pie 

Pie2 2 Mince Pies 

Pie3 3 Mince Pies 

Pie4 4 Mince Pies 

Pie5 5 Mince Pies 

 

Once these variables have been created, enter the data as in Table earlier in this handout. If 
you have problems entering the data then use the file santa.sav from the course website. To 
access the define factors dialog box use the menu path Analyze⇒General Linear 
Model⇒Repeated Measures …. In the define factors dialog box you are asked to supply a name 
for the within-subject (repeated measures) variable. In this case there are two within-subject 
factors: treat (Sherry or Mince Pie) and dose (1, 2, 3 4 or 5 doses). Replace the word factor1 
with the word treat. When you have given this repeated measures factor a name, you have to 
tell the computer how many levels there were to that variable. In this case, there were two 
types of treat, so we have to enter the number 2 into the box labelled Number of Levels. Click 
on  to add this variable to the list of repeated measures variables. This variable will now 
appear in the white box at the bottom of the dialog box and appears as treat(2). We now have 
to repeat this process for the second independent variable. Enter the word dose into the space 
labelled Within-Subject Factor Name and then, because there were five levels of this variable, 
enter the number 5 into the space labelled Number of Levels. Click on  to include this 
variable in the list of factors; it will appear as dose(5). The finished dialog box is shown in Figure 
1. When you have entered both of the within-subject factors click on  to go to the main 
dialog box. 

 
Figure 1: Define factors dialog box for factorial repeated measures ANOVA 

The main dialog box is essentially the same as when there is only one independent variable (see 
previous handout) except that there are now ten question marks (Figure 2). At the top of the 
Within-Subjects Variables box, SPSS states that there are two factors: treat and dose. In the box 
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below there is a series of question marks followed by bracketed numbers. The numbers in 
brackets represent the levels of the factors (independent variables). 

 

_?_(1,1) variable representing 1st level of treat and 1st level of dose 

_?_(1,2) variable representing 1st level of treat and 2nd level of dose 

_?_(1,3) variable representing 1st level of treat and 3rd level of dose 

_?_(1,4) variable representing 1st level of treat and 4th level of dose 

_?_(1,5) variable representing 1st level of treat and 5th level of dose 

_?_(2,1) variable representing 2nd level of treat and 1st level of dose 

_?_(2,2) variable representing 2nd level of treat and 2nd level of dose 

_?_(2,3) variable representing 2nd level of treat and 3rd level of dose 

_?_(2,4) variable representing 2nd level of treat and 4th level of dose 

_?_(2,5) variable representing 2nd level of treat and 5th level of dose 

 

In this example, there are two independent variables and so there are two numbers in the 
brackets. The first number refers to levels of the first factor listed above the box (in this case 
treat). The second number in the bracket refers to levels of the second factor listed above the 
box (in this case dose). As with one-way repeated measures ANOVA, you are required to replace 
these question marks with variables from the list on the left-hand side of the dialog box. With 
between-group designs, in which coding variables are used, the levels of a particular factor are 
specified by the codes assigned to them in the data editor. However, in repeated measures 
designs, no such coding scheme is used and so we determine which condition to assign to a level 
at this stage. For example, if we entered sherry1 into the list first, then SPSS will treat sherry 
as the first level of treat, and dose 1 as the first level of the dose variable. However, if we 
entered pie5 into the list first, SPSS would consider mince pies as the first level of treat, and 
dose 5 as the first level of dose 

 
Figure 2 
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It should be reasonably obvious that it doesn’t really matter which way round we specify the 
treats, but is very important that we specify the doses in the correct order. Therefore, the 
variables could be entered as follows: 

 

Sherry1  _?_(1,1) 

Sherry2  _?_(1,2) 

Sherry3  _?_(1,3) 

Sherry4  _?_(1,4) 

Sherry5  _?_(1,5) 

Pie1  _?_(2,1) 

Pie2  _?_(2,2) 

Pie3  _?_(2,3) 

Pie4  _?_(2,4) 

Pie5  _?_(2,5) 

 
When these variables have been transferred, the dialog box should look exactly like Figure 3. 
The buttons at the bottom of the screen have already been described for the one independent 
variable case and so I will describe only the most relevant. 

 
Figure 3 

Graphing Interactions 

When we had only one independent variable, we ignored the plots dialog box; however, if there 
are two or more factors, the plots dialog box is a convenient way to plot the means for each 
level of the factors. To access this dialog box click on . Select dose from the variables list 
on the left-hand side of the dialog box and transfer it to the space labelled Horizontal Axis by 
clicking on . In the space labelled Separate Lines we need to place the remaining independent 
variable: treat. As before, it is down to your discretion which way round the graph is plotted, 
but it actually makes sense this time to have dose on the horizontal axis. When you have moved 
the two independent variables to the appropriate box, click on  and this interaction graph 
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will be added to the list at the bottom of the box (see Figure 4). When you have finished 
specifying graphs, click on  to return to the main dialog box. 

 
Figure 4 

Other Options 

You should notice that post hoc tests are disabled for solely repeated measures designs. 
Therefore, the only remaining options are in the options dialog box, which is accessed by 
clicking on . The options here are the same as for the one-way ANOVA. I recommend 
selecting some descriptive statistics and you might also want to select some multiple 
comparisons by selecting all factors in the box labelled Factor(s) and Factor Interactions and 
transferring them to the box labelled Display Means for by clicking on  (see Figure 5). Having 
selected these variables, you should tick the box labelled Compare main effects ( ) 
and select an appropriate correction (I chose Bonferroni).  

 
Figure 5 
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Interpreting the Output from Factorial Repeated Measures ANOVA 

Descriptives and Main Analysis 

SPSS Output 1 shows the initial output from this ANOVA. The first table 
merely lists the variables that have been included from the data editor and 
the level of each independent variable that they represent. This table is 
more important than it might seem, because it enables you to verify that the 
variables in the SPSS data editor represent the correct levels of the 

independent variables. The second table is a table of descriptives and provides the mean and 
standard deviation for each of the nine conditions. The names in this table are the names I gave 
the variables in the data editor (therefore, if you didn’t give these variables full names, this 
table will look slightly different). 

The descriptives are interesting in that they tell us that the variability among scores was 
greatest after 5 Sherries and was generally higher when sherry was consumed (compare the 
standard deviations of the levels of the sherry variable compared to those of the mince pie 
variable). The values in this table will help us later to interpret the main effects of the analysis. 

Within-Subjects Factors

Measure: MEASURE_1

SHERRY1
SHERRY2
SHERRY3
SHERRY4
SHERRY5
PIE1
PIE2
PIE3
PIE4
PIE5

DOSE
1
2
3
4
5
1
2
3
4
5

TREAT
1

2

Dependent
Variable

 

Descriptive Statistics

10.2000 2.6998 10
14.5000 2.9533 10
23.3000 7.1032 10
31.8000 7.6710 10
48.4000 8.8719 10
9.3000 3.3015 10

13.4000 .8433 10
17.0000 4.7842 10
20.1000 4.0125 10
26.8000 5.7310 10

Time Taken to Deliver Presents After 1 Sherry
Time Taken to Deliver Presents After 2 Sherries
Time Taken to Deliver Presents After 3 Sherries
Time Taken to Deliver Presents After 4 Sherries
Time Taken to Deliver Presents After 5 Sherries
Time Taken to Deliver Presents After 1 Mince Pie
Time Taken to Deliver Presents After 2 Mince Pies
Time Taken to Deliver Presents After 3 Mince Pies
Time Taken to Deliver Presents After 4 Mince Pies
Time Taken to Deliver Presents After 5 Mince Pies

Mean
Std.

Deviation N

 

SPSS Output 1 

SPSS Output 2 shows the results of Mauchly’s sphericity test (see section 9.1.3 of Field, 2000) for 
each of the three effects in the model (two main effects and one interaction). The significance 
values of these tests indicate that the main effect of dose has violated this assumption and so 
the F-value should be corrected (see section 9.2.4.2. of Field, 2000). For the main effect of 
treat and the interaction the assumption of sphericity is met (because p > 0.05) so we need not 
correct the F-ratios for these effect. 

Mauchly's Test of Sphericityb

Measure: MEASURE_1

1.000 .000 0 . 1.000 1.000 1.000
.092 17.685 9 .043 .552 .740 .250
.425 6.350 9 .712 .747 1.000 .250

Within Subjects Effect
TREAT
DOSE
TREAT * DOSE

Mauchly's
W

Approx.
Chi-Squa

re df Sig.

Greenhou
se-Geiss

er
Huynh-Fe

ldt
Lower-bo

und

Epsilona

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is
proportional to an identity matrix.

May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are
displayed in the Tests of Within-Subjects Effects table.

a. 

Design: Intercept 
Within Subjects Design: TREAT+DOSE+TREAT*DOSE

b. 

 
SPSS Output 2 
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SPSS Output 3 shows the results of the ANOVA (with corrected F values). The output is split into 
sections that refer to each of the effects in the model and the error terms associated with these 
effects (a bit like the general table earlier on in this handout). The interesting part is the 
significance values of the F-ratios. If these values are less than 0.05 then we can say that an 
effect is significant. Looking at the significance values in the table it is clear that there is a 
significant effect of the type of treat consumed by the elves, a significant main effect of the 
number of treats consumed (dose), and a significant interaction between these two variables. I 
will examine each of these effects in turn. As a final note compare the degrees of freedom to 
those we generated earlier on! 

Tests of Within-Subjects Effects

Measure: MEASURE_1

1730.560 1 1730.560 34.078 .000
1730.560 1.000 1730.560 34.078 .000
1730.560 1.000 1730.560 34.078 .000
1730.560 1.000 1730.560 34.078 .000
457.040 9 50.782
457.040 9.000 50.782
457.040 9.000 50.782
457.040 9.000 50.782

9517.960 4 2379.490 83.488 .000
9517.960 2.209 4309.021 83.488 .000
9517.960 2.958 3217.666 83.488 .000
9517.960 1.000 9517.960 83.488 .000
1026.040 36 28.501
1026.040 19.880 51.613
1026.040 26.622 38.541
1026.040 9.000 114.004
1495.240 4 373.810 20.730 .000
1495.240 2.989 500.205 20.730 .000
1495.240 4.000 373.810 20.730 .000
1495.240 1.000 1495.240 20.730 .001
649.160 36 18.032
649.160 26.903 24.129
649.160 36.000 18.032
649.160 9.000 72.129

Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound

Source
TREAT

Error(TREAT)

DOSE

Error(DOSE)

TREAT * DOSE

Error(TREAT*DOSE)

Type III
Sum of

Squares df
Mean

Square F Sig.

 
SPSS Output 3 

The Effect of Treat 

The first part of SPSS Output 3 tells us the effect of the type of treat consumed by the elves. For 
this effect there was no violation of sphericity and so we can look at the uncorrected F-ratios. 
Therefore, we should report that there was a significant main effect of the type of treat (F(1, 9) 
= 34.08, p < 0.001). This effect tells us that if we ignore the number of treats consumed, the 
elves were slower at delivering presents after one type of treat than after the other type. 

You can request that SPSS produce means of the main effects (see Field, 2000 
section 9.3.4) and if you do this, you’ll find the table in SPSS Output 4 in a section 
headed Estimated Marginal Means.1 SPSS Output 4 is a table of means for the main 
effect of treat with the associated standard errors. The levels of this 

variable are labelled 1 and 2 and so we must think back to how we entered the variable 
to see which row of the table relates to which condition. We entered this variable with 
                                             
1 These means are obtained by taking the average of the means in SPSS Output 1 for a given condition. For 
example, the mean for the mince pie condition (ignoring the dose) is 

( )
( ) .32.1758.261.200.174.133.9

5pies mince 5pies mince 4pies mince 3pies mince 2pie mince 1pie mince

=++++=

++++= XXXXXX
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the sherry condition first and the mince pie condition last. Figure 1 uses this information to 
display the means for each condition. It is clear from this graph that mean delivery times were 
higher after sherry (mean = 25.64) than after mince pies (mean = 17.32). Therefore, sherry 
slowed down present delivery significantly compared to mince pies. 

1. TREAT

Measure: MEASURE_1

25.640 1.167 22.999 28.281
17.320 .815 15.476 19.164

TREAT
1
2

Mean Std. Error
Lower
Bound

Upper
Bound

95% Confidence
Interval

 

Sherry Mince Pies
S

pe
ed

 o
f D

el
iv

er
y 

(m
s)

0

5

10

15

20

25

30

 

SPSS Output 4 Figure 1 

 

The Effect of Dose 

SPSS Output 3 also tells us the effect of the number of treats consumed (dose) by the elves. For 
this effect there was a violation of sphericity and so we must look at the corrected F-ratios. All 
of the corrected values are highly significant and so we can report the Greenhouse-Geisser 
corrected values as these are the most conservative. We should report that there was a 
significant main effect of the number of treats consumed (F(2.21, 19.88) = 83.49, p < 0.001). 
Note the degrees of freedom represent the Greenhouse-Geisser corrected values. 
This effect tells us that if we ignore the type of treats that was consumed, the 
elves were slower at delivering presents certain numbers of treats. We don’t know 
from this effect, which doses in particular slowed the elves down, but we could 
look at this with some kind of contrast (like a repeated contrast — see Field, 2000, 
Table 7.6, p. 272).  

2. DOSE

Measure: MEASURE_1

9.750 .704 8.157 11.343
13.950 .491 12.839 15.061
20.150 1.250 17.323 22.977
25.950 1.427 22.722 29.178
37.600 1.973 33.136 42.064

DOSE
1
2
3
4
5

Mean Std. Error
Lower
Bound

Upper
Bound

95% Confidence
Interval

 
Dose 1 Dose 2 Dose 3 Dose 4 Dose 5

S
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SPSS Output 5 Figure 2 

If we requested means of the main effects (see Field, 2000 section 9.3.4) then you’ll see the 
table in SPSS Output 5, which is a table of means for the main effect of dose with the associated 
standard errors. The levels of this variable are labelled 1, 2, 3, 4, & 5 and so we must think back 
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to how we entered the variables to see which row of the table relates to which condition. Figure 
2 uses this information to display the means for each condition. It is clear from this graph that 
mean delivery times got progressively higher as more treats were consumed (in fact the trend 
looks linear). 

The Interaction Effect (Treat × Dose) 

SPSS Output 3 indicated that the number of treats consumed interacted in some way with the 
type of treat. The means for all conditions can be seen in SPSS Output 6 (and these values are 
the same as in the table of descriptives). The interaction did not violate sphericity and so we 
can report from the ANOVA table that there was a significant interaction between the type of 
treat consumed and the number of treats consumed (F(4, 36) = 20.73, p < 0.001). This effect 
tells us that the effect of consuming more treats was stronger for one of the treats than for the 
other.  

3. TREAT * DOSE

Measure: MEASURE_1

10.200 .854 8.269 12.131
14.500 .934 12.387 16.613
23.300 2.246 18.219 28.381
31.800 2.426 26.312 37.288
48.400 2.806 42.053 54.747
9.300 1.044 6.938 11.662

13.400 .267 12.797 14.003
17.000 1.513 13.578 20.422
20.100 1.269 17.230 22.970
26.800 1.812 22.700 30.900

DOSE
1
2
3
4
5
1
2
3
4
5

TREAT
1

2

Mean Std. Error
Lower
Bound

Upper
Bound

95% Confidence
Interval
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Figure 3 

We can use the means in SPSS Output 6 to plot an interaction graph, which is essential for 
interpreting the interaction. Figure 3 shows two interaction graphs of these data (just to 
illustrate that you can present them as both bars or lines). The graph shows that the pattern of 
responding for the two treats is very similar for small doses (the lines are almost 
identical for 1 and two doses and the bars are the same height). However, as more 
treats are consumed, the effect of drinking sherry becomes more pronounced 
(delivery times are higher) than when mince pies are eaten. This effect is shown by 
the fact that the line representing sherry starts to deviate away from the line for 
mince pies (the lines become non-parallel). In the bar chart this is shown by the 
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increasingly large differences between the pairs of bars for large numbers of treats. To verify 
the interpretation of the interaction effect, we would need to look at some contrasts (see Field, 
2000, chapter 9). However, in general terms, Santa Claus should conclude that the number of 
treats consumed had a much greater effect in slowing down elves when the treat was sherry 
(presumably because they all get shit-faced and start staggering around being stupid), but much 
less of an effect when the treats were mince pies although even the pies did slow them down to 
some extent). 

This handout doesn’t particularly contain material from:  

Field, A. P. (2000). Discovering statistics using SPSS for Windows: advanced 
techniques for the beginner. London: Sage. 

but please consult this book (chapter 9) for details on how to use SPSS to analyse factorial 
ANOVAs with repeated measures. 

 

Example 2: 

A clinical psychologist was interested in the effects of antidepressants and cognitive behaviour 
therapy on suicidal thoughts. Four depressives took part in four conditions: placebo tablet with 
no therapy for one month, placebo tablet with cognitive behaviour therapy (CBT) for one month, 
antidepressant with no therapy for one month, and antidepressant with cognitive behaviour 
therapy (CBT) for one month. The order of conditions was fully counterbalanced across the 4 
participants. Participants recorded the number of suicidal thoughts they had during the final 
week of each month. The data are below: 

Drug: Placebo Antidepressant 

Therapy: None CBT None CBT 

Andy 70 60 81 52 
Benie 66 52 70 40 
Ragna 56 41 60 31 
Shane 68 59 77 49 
Mean 65 53 72 43 

The SPSS output for these data is as follows: 

Within-Subjects Factors

Measure: MEASURE_1

PLNONE
PLCBT
ANTNONE
ANTCBT

THERAPY
1
2
1
2

DRUG
1

2

Dependent
Variable

 

Descriptive Statistics

65.0000 6.2183 4
53.0000 8.7560 4
72.0000 9.2014 4
43.0000 9.4868 4

Placebo - No Therapy
Placebo - CBT
Antidepressant - No Therapy
Antidepressant - CBT

Mean
Std.

Deviation N
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Mauchly's Test of Sphericityb

Measure: MEASURE_1

1.000 .000 0 . 1.000 1.000 1.000
1.000 .000 0 . 1.000 1.000 1.000
1.000 .000 0 . 1.000 1.000 1.000

Within Subjects Effect
DRUG
THERAPY
DRUG * THERAPY

Mauchly's
W

Approx.
Chi-Squa

re df Sig.

Greenhou
se-Geiss

er
Huynh-Fe

ldt
Lower-bo

und

Epsilona

Tests the null hypothesis that the error covariance matrix of the orthonormalized transformed dependent variables is
proportional to an identity matrix.

May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are
displayed in the Tests of Within-Subjects Effects table.

a. 

Design: Intercept 
Within Subjects Design: DRUG+THERAPY+DRUG*THERAPY

b. 

 

Tests of Within-Subjects Effects

Measure: MEASURE_1

9.000 1 9.000 1.459 .314
9.000 1.000 9.000 1.459 .314
9.000 1.000 9.000 1.459 .314
9.000 1.000 9.000 1.459 .314

18.500 3 6.167
18.500 3.000 6.167
18.500 3.000 6.167
18.500 3.000 6.167

1681.000 1 1681.000 530.842 .000
1681.000 1.000 1681.000 530.842 .000
1681.000 1.000 1681.000 530.842 .000
1681.000 1.000 1681.000 530.842 .000

9.500 3 3.167
9.500 3.000 3.167
9.500 3.000 3.167
9.500 3.000 3.167

289.000 1 289.000 192.667 .001
289.000 1.000 289.000 192.667 .001
289.000 1.000 289.000 192.667 .001
289.000 1.000 289.000 192.667 .001

4.500 3 1.500
4.500 3.000 1.500
4.500 3.000 1.500
4.500 3.000 1.500

Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound
Sphericity Assumed
Greenhouse-Geisser
Huynh-Feldt
Lower-bound

Source
DRUG

Error(DRUG)

THERAPY

Error(THERAPY)

DRUG * THERAPY

Error(DRUG*THERAPY)

Type III
Sum of

Squares df
Mean

Square F Sig.

 

1. DRUG

Measure: MEASURE_1

59.000 3.725 47.146 70.854
57.500 4.668 42.644 72.356

DRUG
1
2

Mean Std. Error
Lower
Bound

Upper
Bound

95% Confidence
Interval

 

2. THERAPY

Measure: MEASURE_1

68.500 3.824 56.329 80.671
48.000 4.546 33.532 62.468

THERAPY
1
2

Mean Std. Error
Lower
Bound

Upper
Bound

95% Confidence
Interval

 



C8057 (Research Methods 2): Two Way Repeated Measures ANOVA 

© Dr. Andy Field, 2000 & 2003  Page 15 

3. DRUG * THERAPY

Measure: MEASURE_1

65.000 3.109 55.105 74.895
53.000 4.378 39.067 66.933
72.000 4.601 57.358 86.642
43.000 4.743 27.904 58.096

THERAPY
1
2
1
2

DRUG
1

2

Mean Std. Error
Lower
Bound

Upper
Bound

95% Confidence
Interval
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• Interpret the results of this analysis. 

• Try carrying out the Analysis on SPSS. 

• Work through Field (2000) Chapter 9. 

Example 3: 

In a previous handout we came across the beer-goggles effect: a severe perceptual distortion 
after imbibing vast quantities of alcohol. The specific visual distortion is that previously 
unattractive people suddenly become the hottest thing since Spicy Gonzalez’ extra hot Tabasco-
marinated chilies. In short, one minute you’re standing in a zoo admiring the Orangutans, and 
the next you’re wondering why someone would put Gail Porter (or whatever her surname is now) 
into a cage.  Anyway, in that handout, a blatantly fabricated data set demonstrated that the 
beer-goggles effect was much stronger for men than women, and took effect only after two 
pints. Imagine we wanted to follow this finding up to look at what factors mediate the beer 
goggles effect. Specifically, we thought that the beer goggles effect might be made worse by 
the fact that it usually occurs in clubs, which have dim lighting. We took a sample of 26 men 
(because the effect is stronger in men) and gave them various doses of alcohol over four 
different weeks (0 pints, 2 pints, 4 pints and 6 pints of lager). This is our first independent 
variable, which we’ll call alcohol consumption, and it has four levels. Each week (and, 
therefore, in each state of drunkenness) participants were asked to select a mate in a normal 
club (that had dim lighting) and then select a second mate in a specially designed club that had 
bright lighting. As such, the second independent variable was whether the club had dim or bright 
lighting. The outcome measure was the attractiveness of each mate as assessed by a panel of 
independent judges. To recap, all participants took part in all levels of the alcohol consumption 
variable, and selected mates in both brightly- and dimly-lit clubs. The data are in the file 
BeerGogglesLighting.sav on the course website, analyse them with a two-way repeated-
measures ANOVA. 


