Pretest-Posttest Comparison Group Designs: Analysis and Interpretation

JEFFREY A. GLINER, PH.D., GEORGE A. MORGAN, PH.D., AND ROBERT J. HARMON, M.D.

The pretest-posttest comparison group design is one of the most extensively used methods to evaluate clinical research, but it is often overanalyzed with more than one analysis when one is sufficient. From an example published in this journal, we discuss parametric approaches that are often used to analyze this design and the strengths and limitations of each approach. We then comment on common nonparametric approaches. Last, we discuss methods to analyze this design when the treatment groups are not randomized (intact).

Design Description

The simplest case of the pretest-posttest comparison group design has one treatment group and one comparison group. Prior to the pretest, subjects are randomly assigned to groups or conditions. Random assignment is an important feature of the pretest-posttest comparison group design and separates it from nonequivalent (nonrandomized) group designs. Each group is measured prior to the intervention and after the intervention. Typically, one group receives a new treatment and the other group receives a treatment that has been used previously or a placebo. The purpose of this design is to allow the investigator to evaluate the new treatment relative to the previously used treatment. Figure 1, modified from Wood et al. (2001), published in this journal, provides a schematic of the sequence of the pretest-posttest comparison group design.

The design is classified under the heading of mixed design because there are two independent variables. The between-groups independent variable is the treatment, and the within-groups independent variable is change over time from pretest to posttest. Time is a within-subjects independent variable when two or more measures are recorded for each person. While the simplest description of the design has two levels of treatment and two levels of time, as seen in Figure 1, it is not uncommon to have three levels of treatment, such as two treatments and a control group. The number of levels of the between-groups independent variable makes a difference in the type of analysis selected, as does the scale of measurement of the dependent variable.

Analysis With Two Levels of Treatment and Two Levels of Time

Let's start with an example of the study by Wood et al. (2001). The objective of this study was to compare a group therapy
The study fits the criteria for a pretest-posttest comparison 7 months later. Adolescents were randomly assigned to groups. The authors used a number of dependent variables; however, for our example, we selected suicidal thinking measured by the Suicidal Ideation Questionnaire. This 30-item questionnaire has scores ranging from 0 to 180, with high scores indicating higher suicidal ideation. We demonstrate how the study could be analyzed using several different statistical procedures, some appropriate and some not appropriate (Fig. 2).

Analysis of Pretest to Posttest Scores Within Each Group. One approach is to compare within each group separately from pretest to posttest, and if the treatment condition is significant but the comparison condition is not, then the treatment is assumed successful. Unfortunately, it is not uncommon for both treatment and comparison groups to show gains (with the treatment being statistically significant and the comparison not), even though the difference in gain between the two groups is quite small. Although these results seem to indicate that the treatment worked, the improvement could be due to something else (e.g., maturation), and the results do not show that the new treatment worked better than the comparison treatment. This procedure should not be used to analyze the pretest-posttest comparison group design.

Analysis of Pretest Scores and Posttest Scores Separately. It is not uncommon to see this design analyzed by making one comparison between pretest scores of the two groups and then making a second comparison between posttest scores of the two groups. If there was no difference at the pretest comparison and a significant difference at the posttest comparison, then a conclusion is reached that the treatment was successful. The problem with this approach is that the pretest analysis is not needed because participants were randomly assigned to groups. Therefore, a statistical test on the pretest scores of the two groups, such as an independent-samples t test, only tests the randomization between the two groups and would be expected to be statistically significant 5% of the time. In addition, adding a pretest analysis to the posttest analysis inflates the type I error above 5%. The posttest analysis between the two groups is all that is needed. A statistically significant difference between the two groups at the posttest in favor of the treatment group would lead to the conclusion that the treatment is successful relative to the control group with this measure. The major problem with this approach is that you cannot take advantage of pretest scores and thus the analysis is less powerful than other analyses.

Gain Score Approach. The gain score approach is the most straightforward approach for the analysis of this design. The gain score approach involves subtracting the pretest scores from the posttest scores within each group. This creates just one independent variable with only two groups or levels, the treatment group and the comparison group. The gain scores become the dependent variable. As we reported in an earlier article in this Journal, the proper analysis for this design is an independent-samples t test. This tests whether the means of the gain scores for the two groups are equal. However, one should be cautious when using the gain score approach because the reliability of gain scores is often suspect, especially if there is not evidence for strong reliability of the measurement instrument. The gain score approach used by Wood et al. (2001) is described in the statistical analysis section: "...changes from baseline were calculated for the outcomes, and t tests for independent samples were used to compare the two arms of the trial" (p. 1248). They found no statistically significant difference between the
two groups for suicidal thinking, and they reported their results in the form of confidence intervals for the group difference in mean gain scores (Table 1).

**Mixed Analysis of Variance Approach.** This is a less common approach to the analysis of the pretest-posttest comparison group design. Because the design is a mixed design, this analysis appears to be the proper analysis. Since there are two independent variables in this design, the analysis yields three different F ratios, one for between groups, one for change over time, and an interaction between treatment and time. The only F of interest for this design is the treatment by time interaction. It has been demonstrated that the interaction F provides identical information to the gain score t (or F if more than two groups), which, as demonstrated above, is a simpler approach. Therefore, we do not recommend this analysis of the pretest-posttest comparison design.

**Analysis of Covariance.** This approach, favored by many researchers, is a statistical method used to reduce error variance. When used in the analysis of the pretest-posttest comparison group design, the analysis of covariance (ANCOVA) changes the design from a mixed design to a single-factor design. The ANCOVA makes use of differences in the pretest scores among conditions to reduce error variance by adjusting posttest scores. Once these adjustments have been made to the posttest scores, the analysis is applied only to the posttest scores. Use of ANCOVA in the pretest-posttest comparison group design allows the researcher to use the pretest as the covariate and to adjust posttest scores (variates) based on a significant linear relationship between the pretest scores (covariate) and posttest scores (variates). It should be noted that gain scores, instead of posttest scores, could be adjusted using ANCOVA. The rationale behind this approach is that there are usually pretest differences between the treatment and control groups prior to the intervention. Examination of the pretest scores from the Wood et al. (2001) study (Table 1) demonstrates that the pretest scores are higher (or worse) for the group therapy condition by about 5 points prior to the intervention. Thus the ANCOVA approach would adjust that group's posttest scores downward based on the linear regression between pretest and posttest scores.

While the ANCOVA approach is common with the pretest-posttest comparison group design, two assumptions must be satisfied. The first is that the relationship between the pretest scores and the posttest scores must be linear. The second assumption is that the regression slopes for each pretest-posttest relationship must be homogeneous (or regression lines must be parallel). This latter assumption is often not satisfied in the analysis of the pretest-posttest comparison group design, leading to two problems. First, research is often reported using ANCOVA without satisfying this assumption, making the conclusions invalid. Second, the researcher discovering the violation must reanalyze the data using one of the other approaches mentioned above. A better solution to the problem is to use the ANCOVA approach through multiple linear regression.

**Multiple Linear Regression Approach.** Since ANCOVA is a special case of multiple regression, it can be performed using multiple regression. This statistical approach, while less common than other approaches used with this design, is a powerful approach (Kraemer, personal communication, October 13, 2002). We will discuss multiple regression in the next article for this Journal; however, it is important to present the topic here, at least in a brief description, because of its relevance for this design. For the approach presented here, the posttest scores become the dependent or criterion variable. The independent or predictor variables are the pretest scores (the covariate), the groups (treatment and comparison), and the interaction between the pretest scores and the groups. The multiple regression analysis yields tests of significance for each of the predictor variables. This allows the researcher to test both assumptions of the ANCOVA using multiple linear regression. However, if the ANCOVA assumptions are not met, the analysis still appropriately assesses the impact of the treatment on the posttest scores.

**Recommendations.** Kraemer (personal communication, October 13, 2002) recommended, in order of power from least to most, posttest-only analysis, gain score analysis, and ANCOVA performed by multiple regression. The ANCOVA, if assumptions are satisfied, is considered to be more powerful than the gain score approach because the variability due to error is reduced (Stevens, 1999).

**Analysis With More Than Two Levels of the Treatment Variable**

The example by Wood et al. (2001) had just two conditions or groups with a pretest and a posttest. However, if there were three or more groups, the three methods recommended above would still apply. For the posttest-only analysis, a single-factor ANOVA (instead of a t test) would be applied to the posttest scores of the three groups. Assuming a significant F is found, it would be followed by appropriate post hoc tests to identify specific differences. Likewise, for the gain score approach with
three conditions, a single-factor ANOVA would be used instead of the independent-samples t test, after gain scores were obtained. Again, since there are more than two conditions, a post hoc test must follow the single-factor ANOVA, if there was a statistically significant overall \( F \). For the ANCOVA approach, performed through multiple regression, the variable coding is a little more complex for three or more groups, but the analysis is appropriate.

Analysis With Nonparametric Measures

When the data to be analyzed in the pretest-posttest comparison group design are ordinal (and not normally distributed) or nominal/dichotomous, nonparametric analyses should be undertaken. With ordinal data, a gain score approach could be used. Then, a Mann-Whitney \( U \) would be applied if there are just two conditions, or a Kruskal-Wallis test would be used for more than two conditions. ANCOVA cannot be used in this situation.

Often when clinical importance is being considered, posttest data are dichotomized based on a clinically relevant cut point and then a statistical analysis is performed. It is recommended that if continuous data are to be dichotomized for clinical relevance, then effect size indices such as number needed to treat or absolute risk ratio be reported **without** significance testing.

Nonequivalent (Intact) Group Designs With a Pretest and Posttest

An essential feature of the pretest-posttest comparison group design is random assignment of participants to groups. When this feature cannot be accomplished (e.g., using different hospitals or classrooms as intact groups), the design is referred to as a nonequivalent group design with a pretest and posttest. With this design, the ANCOVA **should not** be applied because the population means on the covariate cannot be assumed to be equal (Huck, 2000). Thus the posttest-adjusted means could be biased. Stevens (1999) pointed out, "The fact is that inferring cause-effect from intact groups is treacherous, regardless of the type of statistical analysis. Therefore, the task is to do the best we can and exercise considerable caution..." (p. 324).

Conclusion

In conclusion, many different statistical approaches are used to analyze the pretest-posttest comparison group design. The ANCOVA using multiple linear regression appears to be the best statistical approach because, if the assumptions are satisfied, it is the most powerful analysis. If the ANCOVA assumptions are not satisfied, the analysis can still be used and the researcher does not have to reanalyze the data. We urge caution of any interpretation resulting from analysis of this design when participants have not been randomly assigned to groups (intact groups). We also advise against the statistical analysis of data that have been dichotomized artificially, but suggest descriptive indices such as effect sizes be reported.
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